17.831 - Data and Politics

Daniel Hidalgo

September 30, 2019

Instructor: F. Daniel Hidalgo (dhidalgo@mit.edu)
Time: Monday and Wednesday 1:00-2:30, Spring 2019
Location: 56-169
Office Hours: Thursday 3-5pm in E53-402

Course Description

After the 2012 re-election of Barack Obama, Time Magazine proclaimed that data "played a huge role in creating a second term for the 44th President". According to Time, traditional campaign professionals are being replaced "by the work of quants and computer coders who can crack massive data sets for insight". Others, like political scientists John Sides and Lynn Vavreck are more skeptical, arguing that data crunching "did not win the election". Can the analysis of huge datasets help win elections? More broadly, how has "big data" affected how citizens interact with parties and politicians?

Whatever its impact may be, the growing availability of data and the development of new technologies to analyze it has started to change the practice of electoral politics. Political candidates and parties now spend large sums of money compiling huge datasets, hiring programmers, and building teams of social scientists to maintain an edge in hard fought elections. Large scale data analysis has been widely used in business and other fields, but its use in politics is relatively new. The marriage of "big data" and old fashioned retail politics is, according to some, altering how citizens are represented by politicians, changing the composition of the electorate, and transforming how campaigns are now run.

Despite the hype, data does not speak for itself. The proper use of data for decision-making in politics (or any field) rests on basic statistical and social scientific principles. Three foundational concepts for the successful analysis of data are sampling, causal inference, and predictive inference. The basic principle underpinning sampling and causal inference is that descriptive or causal conclusions require an understanding of how the data was generated. When data is combined with a detailed understanding of how the sample was created, powerful insights about the nature and causes of social behavior are possible. For prediction, statistical learning theory (or "machine learning") provides a framework for combining algorithms and data on past behavior that can be useful for predicting future behavior. All three approaches to learning from data are now heavily used in electoral politics, business, and even the nonprofit sector.
In this course, students will both learn how statistics are changing elections and how to use statistics to analyze political data. While the substantive focus will be on elections, the principles and methods learned in this course have broad applicability to the decision-making in a broad variety of fields. The course will be roughly divided into 4 sections organized around a different methodological topic, with an application to an electoral phenomenon. For each section, students will work with the professor on analyzing a unique dataset related to electoral politics. The first section will focus on data description and dimension reduction. The second section will involve the analysis of survey data on electoral behavior. The third section will use statistical models to predict electoral behavior using large datasets. The fourth section will focus on the design and implementation of original experiments in order to study political attitudes and behaviors.

Course Objectives

By the end of this course, students will be able to:

• Describe why and how the use of data and statistical methods is influencing decision-making in elections.
• Understand the basic principles of social science statistics.
• Analyze data using modern statistical computing tools, in particular, the statistical programming language \texttt{R}.
• Complete original projects that will involve collection, analysis, and interpretation of data used in campaigns today.

Books and Computation

Books

The book you are required to purchase are:


Books that you may purchase, but are also freely available online are:


Computation

The assignments in this course will require the use of \texttt{R}, a programming language and software environment for statistical computing that is heavily used in statistics and related fields.

• \texttt{R} is free and can be downloaded and installed from \url{CRAN} the Comprehensive R Archive Network.
• As an interface to \texttt{R}, I strongly recommend that you use \url{RStudio} a powerful integrated development environment (IDE) for \texttt{R}.  
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\( \text{R} \) is free, but sometimes configuration and installation can be non-trivial. Particularly at the beginning of the course, you may want to use the free RStudio Cloud service, which allows you to run RStudio and \( \text{R} \) in your browser. RStudio Cloud can be slow with larger datasets, however, so eventually you will want to install \( \text{R} \) and RStudio on your own laptop.

Please bring your laptops to class, as we will frequently be doing in-class activities that require \( \text{R} \).

**Assignments and Grading**

The grade for this course will be based on the following components:

- **Biweekly homework assignments** (50%)
  - These biweekly assignments are generally due on Wednesday before midnight. Weekly assignments will typically take the form of a single \( \text{R} \) Markdown text file, which is a document format that allows for code and text to be interspersed in the same document. You may work with others on your homework, but your writeup must be your own. Before you turn in your homework, please be sure that your document compiles.
  - Homework will be graded on a 10 point scale. Your homework with the lowest grade at the end of the semester will be dropped. Late homework will not be accepted without permission from the instructor.
  - Please turn in your homework via the class website.

- **Research project** (40%)
  - This is a group project where students will apply the methods developed in this course to an empirical problem that is of substantive interest to the group. The project will have multiple components:
    1. Data collection. (10%). Your group will collect some original data. A description of the data and evidence that you can obtain it should be submitted by 10/14.
    2. Descriptive Analysis (15%): Your group will conduct a descriptive data analysis. You should submit tables and figures that illustrate the basic patterns in your data. A 4 page report (figures and tables with informative captions included) should be submitted by 11/18.
    3. Data Analysis (15%): You will use the tools you learned in the course to conduct an in-depth data analysis of your data. Each group will give a 10 minute in-class presentation in the last week of the semester. A poster should be submitted as a final output on the last day of the class.

- **Class Participation** (10%)
  - Class time will be a mix of lecture and active learning. In a typical class, I will introduce the basic concept in lecture and then students will apply the concept through coding exercises. Your participation grade will reflect effort applied during these exercises.

**Class Website**


In addition to readings, slides, and this syllabus, all problem sets will be distributed there.
Office Hours and Getting Help

My office hours are on Tuesdays 3:00pm to 5:00pm. Please sign up for time slots via this website: [https://calendly.com/fdhidalgo/office-hours](https://calendly.com/fdhidalgo/office-hours)

If you run into problems that you can't solve on your own, please use the class website on Piazza to post questions. I strongly encourage students to assist in answering questions as they come up. Unless absolutely necessary, it is better to post on Piazza than email me as everyone can benefit from the posted responses. I will monitor Piazza and try to answer within 24 hours. The site is: [https://piazza.com/mit/fall2019/17831](https://piazza.com/mit/fall2019/17831)

Class Schedule

### Lecture Schedule

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Date</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9/4</td>
<td>Introduction to the Course</td>
</tr>
<tr>
<td>2</td>
<td>9/9</td>
<td>Visualization and Data Wrangling in R</td>
</tr>
<tr>
<td>3</td>
<td>9/11</td>
<td>Measuring and Describing Political Polarization</td>
</tr>
<tr>
<td>4</td>
<td>9/16</td>
<td>Dimension Reduction, Working with Campaign Finance Data</td>
</tr>
<tr>
<td>5</td>
<td>9/18</td>
<td>Dimension Reduction, Polarization</td>
</tr>
<tr>
<td>6</td>
<td>9/23</td>
<td>Dimension Reduction, Correspondence Analysis</td>
</tr>
<tr>
<td>7</td>
<td>9/30</td>
<td>Survey Sampling in Politics</td>
</tr>
<tr>
<td>8</td>
<td>10/2</td>
<td>The Statistics of Surveys</td>
</tr>
<tr>
<td>9</td>
<td>10/7</td>
<td>Asking Questions in Political Surveys</td>
</tr>
<tr>
<td>10</td>
<td>10/9</td>
<td>Non-Response and Measurement Error in Political Surveys</td>
</tr>
<tr>
<td>11</td>
<td>10/16</td>
<td>Political Polarization in the Electorate</td>
</tr>
<tr>
<td>12</td>
<td>10/21</td>
<td>Data Analytics in Campaigns</td>
</tr>
<tr>
<td>13</td>
<td>10/23</td>
<td>Predictive Modeling and Over-fitting</td>
</tr>
<tr>
<td>14</td>
<td>10/28</td>
<td>Predictive Modeling with Linear Models</td>
</tr>
<tr>
<td>15</td>
<td>11/4</td>
<td>Predictive Modeling with Voter Files in Elections</td>
</tr>
<tr>
<td>16</td>
<td>11/6</td>
<td>Predictive Modeling with Regression Trees</td>
</tr>
<tr>
<td>17</td>
<td>11/13</td>
<td>Election Forecasting</td>
</tr>
<tr>
<td>18</td>
<td>11/18</td>
<td>Causation and Experiments</td>
</tr>
<tr>
<td>19</td>
<td>11/20</td>
<td>Uncertainty in Experiments</td>
</tr>
<tr>
<td>20</td>
<td>11/25</td>
<td>Survey Experiments in Politics</td>
</tr>
<tr>
<td>21</td>
<td>11/27</td>
<td>No Class</td>
</tr>
<tr>
<td>22</td>
<td>12/2</td>
<td>Designing Survey Experiments</td>
</tr>
<tr>
<td>23</td>
<td>12/4</td>
<td>Voter Mobilization and Persuasion Experiments</td>
</tr>
<tr>
<td>25</td>
<td>12/9</td>
<td>Class Presentations</td>
</tr>
<tr>
<td>25</td>
<td>12/11</td>
<td>Class Presentations</td>
</tr>
</tbody>
</table>
Assignment Schedule

<table>
<thead>
<tr>
<th>Due Date</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/18</td>
<td>Problem Set 1</td>
</tr>
<tr>
<td>10/2</td>
<td>Problem Set 2</td>
</tr>
<tr>
<td>10/14</td>
<td>Project Data Description</td>
</tr>
<tr>
<td>10/16</td>
<td>Problem Set 3</td>
</tr>
<tr>
<td>10/30</td>
<td>Problem Set 4</td>
</tr>
<tr>
<td>11/13</td>
<td>Problem Set 5</td>
</tr>
<tr>
<td>11/18</td>
<td>Project Descriptive Analysis</td>
</tr>
<tr>
<td>11/27</td>
<td>Problem Set 6</td>
</tr>
<tr>
<td>12/9</td>
<td>Class Presentations</td>
</tr>
<tr>
<td>12/11</td>
<td>Class Presentations</td>
</tr>
<tr>
<td>12/11</td>
<td>Project Data Analysis Due</td>
</tr>
</tbody>
</table>

Lecture Readings

Introduction to the Course

- RFDS Chapter 1

Visualization and Data Wrangling in \( \mathbb{R} \)

- Topics: visualization, data transformation
- Reading: RFDS Chapters 3-5

Measuring and Describing Political Polarization

- Topics: political polarization, exploratory data analysis
- Reading: Nolan Chapter 2-3; RFDS Chapter 7

Dimension Reduction, Working with Campaign Finance Data

- Topics: money in politics, principal components analysis, data frames, variable types
- Readings:
  - RFDS Chapters 10, 13, 15

Dimension Reduction, Polarization in Social Media

- Topics: social media, principal components analysis, functions in \( \mathbb{R} \)
• Readings:
  – ISL Sections 10.1-10.2
  – RFDS Chapter 19

Survey Sampling in Politics

• Topics: surveys, sampling, loops, functionals
• Readings:
  – Jill Lepore, "Politics and the New Machine"
  – RFDS Chapter 21

The Statistics of Surveys

• Topics: unbiasedness, sampling error
• Readings:

Asking Questions in Political Surveys

• Topics: question design, measurement error
• Readings:
  – Maggie Koerth-Baker, "The Tangled Story Behind Trump’s False Claims of Voter Fraud"

Non-Response and Measurement Error in Political Surveys

• Topics: non-response bias, post-stratification, raking
• Readings:

Political Polarization in the Electorate

• Topics: polarization, measuring ideology, consistency
• Readings:
Data Analytics in Campaigns

- Topics: turnout and persuasion scores, voter files

Predictive Modeling and Over-fitting

- Topics: regression, over-fitting, bias / variance tradeoff
- Readings: ISL Chapter 1

Predictive Modeling with Linear Models

- Topics: OLS, linear models in R
- Readings: ISL Chapter 3, RFDS Chapter 23

Predictive Modeling with Voter Files in Elections

- Topics: lasso models
- Readings:
  - ISL Chapter 4.1-4.3

Predictive Modeling with Regression Trees

- Topics: classification and regression trees
- Readings: ISL Chapter 8

Election Forecasting

- Topics: election forecasting, variable selection
- Readings:
  - Nate Silver, *How FivethirtyEight’s House, Senate, and Governor Models Work*
Causation and Experiments

• **Topics**: causation, potential outcomes, experiments
• **Readings**:

Uncertainty in Experiments

• **Topics**: sampling distribution, hypothesis testing
• **Readings**: TBD

Survey Experiments in Politics

• **Topics**: survey experiments, list experiments, randomized response
• **Readings**:

Designing Survey Experiments

• **Topics**: survey experiments, survey platforms
• **Readings**: TBD

Voter Mobilization Experiments

• **Topics**: turnout experiments, social pressure
• **Readings**:

Voter Persuasion Experiments

• **Topics**: persuasion, accountability, meta-analysis
• **Readings**:
  - Joshua L. Kalla and David E. Broockman (Feb. 2018). “The Minimal Persuasive Effects of Campaign Contact in General Elections: Evidence from 49 Field Experiments”. In:
- Thad Dunning et al. (July 1, 2019). “Voter Information Campaigns and Political Accountability: Cumulative Findings from a Preregistered Meta-Analysis of Coordinated Trials”. In: Science Advances 5,7, eaaw2612. URL: https://advances.sciencemag.org/content/5/7/eaaw2612 (visited on 08/19/2019)

Designing Field Experiments

- **Topics:**
- **Readings:** None